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ABSTRACT
In this paper are presented the theoretical background and some experiments for statistical language modeling which is a main part of a statistical speech recognition system. There are presented the unigram, bigram and trigram language model as well as the Good-Turing estimator based back-off smoothing algorithm. The experiments were made on Susanne Corpus, a grammatically tagged speech corpus, based on Brown corpus. The built language models are tested and compared using perplexity measure.

1. STATISTICAL SPEECH RECOGNITION
Statistical speech recognition is based on Hidden Markov Models (HMM’s). Such a system, depicted in Fig. 1, is built using multiple chained HMM’s for acoustic modeling and language modeling.

The above system can be described mathematically as follows [3] [4] [5] [8]; we have a set of acoustic vectors \( A = \{a_1, a_2, ..., a_n\} \) and we are searching the most prob-

\[
W^* = \arg \max \left\{ \frac{P(A | W) \cdot P(W)}{P(A)} \right\}
\]

We know, that probability of acoustic vector \( P(A) \) is constant, and we have:

\[
W^* = \arg \max \left\{ P(A | W) \cdot P(W) \right\}
\]

In Eq. 3 we have:
- \( P(W) \) – the language model
- \( P(A|W) \) – the acoustic model

The acoustic modeling part of the speech recognition system can be developed using HMMs, Gaussian Mixture Models (GMMs) or Artificial Neural Networks (ANNs).

The language modeling part of the system can be: [1] [3] [4] [5]:
- statistical language model
- context free grammar (CFG)
- probabilistic context free grammar (PCFG).

In this paper we want to present the statistical n-gram type language model which is the most powerful and the most widely used one.

2. STATISTICAL LANGUAGE MODELING
The speech can be considered a stochastic process and every linguistic unit (phone, syllable, or word) can be considered a random variable with a random probability distribution. The n-gram language models try to estimate the probability of the next word based on the history (the last n-1 preceding words) [4] [5] [7] [8].

The language model must estimate the probability of word sequence \( w^*_n = (w_1, w_2, ..., w_n) \), which is:

\[
p(w^*_n) = p(w_1) \cdot p(w_2 | w_1) \cdot p(w_3 | w_1, w_2) \cdot ... \cdot p(w_n | w_1^{n-1})
\]

\[
p(w^*_n) = p(w_1) \cdot \prod_{k=2}^{n} p(w_k | w_{k-1}^{k-1})
\]

Using Markov assumption, the history can be reduced to the last n-1 words, and we have:
\( P(w_n \mid w_{n-1}^{n-1}) = P(w_n \mid w_{k+1}^{k+1}) \)  

Even Eq. 5 is hard to compute for \( n > 3 \) because we need a huge training corpus to properly evaluate the probabilities. For \( n = 1 \cdots 3 \) we have:
- Unigram language model \((n=1)\)
- Bigram language model \((n=2)\)
- Trigram language model \((n=3)\)

### 2.1 Unigram language model

The unigram language model considers all the words independent. This means that no history information is involved.

\[ P(w_k \mid w_{k-1}^{k-1}) = P(w_k) \]  

If we use Eq. 4, we have the probability estimation for the unigram model.

\[ p(w_k) = \prod_{k=2}^{n} p(w_k) \]  

### 2.2 Bigram language model

The bigram language model takes in consideration only one word for history.

\[ P(w_k \mid w_{k-1}^{k-2}) = P(w_k \mid w_{k-1}) \]  

If we put Eq. 8 in Eq. 4, we have the formula for probability estimation for bigram language model:

\[ p(w_k) = p(w_k) \cdot \prod_{k=2}^{n} p(w_k \mid w_{k-1}) \]  

### 2.3 Trigram language model

The trigram language model uses two word history.

\[ P(w_k \mid w_{k-1}^{k-2}) = P(w_k \mid w_{k-2}, w_{k-3}) \]  

The formula for probability estimation is given in Eq. 11.

\[ p(w_k) = p(w_k) \cdot p(w_k \mid w_{k-1}) \cdot \prod_{k=2}^{n} p(w_k \mid w_{k-3}, w_{k-2}) \]  

### 3. PROBABILITY ESTIMATION AND SMOOTHING

The probabilities for Eq. 7, 9, and 11 can be simply calculated using MLE (Maximum Likelihood Expectation) algorithm [5]. Thus we have for unigram, bigram and trigram language models the following MLE estimators.

\[ p(w_k) = \frac{n_k}{N} \]  

\[ p(w_k \mid w_{k-1}) = \frac{N_{r_k}(w_{k-1} \mid w_{k-2})}{N_{r_k}(w_{k-1})} \]  

\[ p(w_k \mid w_{k-2}, w_{k-3}) = \frac{N_{r_k}(w_{k-2}, w_{k-3})}{N_{r_k}(w_{k-2})} \]  

where \( n_k \) is the number of occurrence of word \( k \);
\( N \) is the number of words which occurs exactly \( r \) times in the training corpus;
\( N \) is the total number of words from the training corpus;
\( E \) is an estimation function for \( N \);
\( r^* \) is the adjusted number of occurrence.

The total value of probability calculated using Good-Turing estimator is always smaller than \( l \). The remaining probability mass is reallocated to the unseen words from the vocabulary. The simplest way to choose the estimation function \( E \) is presented in Eq. 16.

\[ E(n+1) = \frac{n}{n+1} \cdot (1 - \frac{E(1)}{N}) \]  

### 3.2. Back-off smoothing

Back-off smoothing was firstly introduced by Katz. He showed that MLE estimation of probabilities is good enough if the number of occurrences of a word is bigger than a threshold value \( K = 6 \) [5].

All the probabilities for \( n \)-gram word sequences which have an occurrence number between 0 and \( K \) will be smoothed using Good-Turing estimator to serve probability mass for unseen word sequences.

If a word sequence has zero occurrences we try to estimate its probability using the inferior \((n-1)\)-gram model. If the occurrence is still zero for this inferior model we continue to back-off to a lower model. Finally if we reach the unigram model, we have the relative frequency of a word bigger than zero.

For a trigram back-off model we have the following relations:

Smoothing means that a probability mass is retained from high probabilities to be reallocated to zero or small probability values. There are a lot of useful smoothing techniques:

- Add one or Laplace smoothing
- Good-Turing estimator
- Back-off or Katz smoothing
- Kneser - Ney smoothing
- Jelinek - Mercer smoothing or interpolation

For the experiments we used Good - Turing estimator and back-off smoothing.

### 3.1. Good-Turing estimator

The Good-Turing estimator comes from biology where it was used for species estimation.

The general form of the estimator is [6]:

\[ P(X) = \frac{r^*}{N} \]  

where:
\( r^* = (r + 1) \cdot \frac{E(N_{r+1})}{E(N_{r})} \)

where:
\( r \) is the number of occurrence of word \( k \);
\( N_{r} \) is the number of words which occurs exactly \( r \) times in the training corpus;
\( N \) is the total number of words from the training corpus;
\( E \) is an estimation function for \( N \);
\( r^* \) is the adjusted number of occurrence.

The total value of probability calculated using Good-Turing estimator is always smaller than \( l \). The remaining probability mass is reallocated to the unseen words from the vocabulary. The simplest way to choose the estimation function \( E \) is presented in Eq. 16.

\[ E(n+1) = \frac{n}{n+1} \cdot (1 - \frac{E(1)}{N}) \]
4. LANGUAGE MODEL EVALUATION

Language model evaluation can be done in different ways [1] [2] [4] [5]:
- random sentence generation
- words reordering in sentences
- perplexity

For the experiments we used perplexity to measure the quality of language models. Perplexity is the most used measure for language model evaluation.

Perplexity can be defined using entropy from information theory. For a random variable $X = \{x_1, x_2, ..., x_L\}$, the entropy can be defined:

$$H(X) = -\sum_{x \in X} p(x) \cdot \log_2 p(x)$$  

(17)

Instead of entropy, we use the entropy rate calculated as follows:

$$\frac{1}{L} H(w^*_1) = -\frac{1}{L} \sum_{w \in \mathcal{V}} p(w^*_1) \cdot \log_2 p(w^*_1)$$

(18)

For a real language we should consider infinitely long word sequences:

$$\frac{1}{L} H(w^*_1) = -\frac{1}{L} \sum_{w \in \mathcal{V}} p(w^*_1) \cdot \log_2 p(w^*_1)$$

(19)

Using Shannon-McMillan-Breiman theorem, if the language is stationary and ergodic, the above formula can be simplified:

$$H(L) = \lim_{n \to \infty} -\frac{1}{N} \log_2 p(w^*_1)$$

(20)

Finally, we use a large training corpus to estimate probabilities $p^*$ and we have the logprob value:

$$LP = -\frac{1}{N} \log_2 p^*(w^*_1)$$

(21)

Perplexity is defined:

$$PP = 2^{LP}$$

(22)

5. EXPERIMENTAL RESULTS

We try to create and compare the unigram, bigram and trigram Katz back-off language models on Susanne Corpus, developed at University of Sussex, England [8]. This corpus contains 64 grammatically tagged files from Brown Corpus, each of them with more than 2000 words. The 64 files are grouped in 4 categories (each with 16 files) noted as follows [8]:

- A – press reportage
- G – belles letters, biography, memoirs
- I – learned (mainly scientific and technical) writing
- N – adventure and Western fiction

We divide the corpus in two sets: one training set and one test set. The test set consists of one file from each category. The rest of files were used for training the language models. In our first experiment, we have build unigram, bigram and trigram language models for each category using the most probable 5000 words for dictionary and test them using the corresponding test file.

We calculate the perplexity of language models to evaluate and compare them.

The results are presented in Tables 1 to 4.

For $A$ type model we have used 33175 words in the training set and 2226 words from 85 sentences in the test set. The number of out-of-vocabulary words was 505, that means 23.59%.

Table 1. Perplexity results for language models built using $A$ category files from Susanne Corpus

<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
<th>Words predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>525.85</td>
<td>1513</td>
</tr>
<tr>
<td>Bigram</td>
<td>368.07</td>
<td>1277</td>
</tr>
<tr>
<td>Trigram</td>
<td>376.24</td>
<td>959</td>
</tr>
</tbody>
</table>

For $G$ type texts model we used 33866 words for training and 78 sentences with a number of 2232 words for testing. The number of out-of-vocabulary words was 394 (18.29%).

Table 2. Perplexity results for language models built using $G$ category files from Susanne Corpus

<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
<th>Words predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>525.61</td>
<td>1760</td>
</tr>
<tr>
<td>Bigram</td>
<td>403.48</td>
<td>1427</td>
</tr>
<tr>
<td>Trigram</td>
<td>409.81</td>
<td>1180</td>
</tr>
</tbody>
</table>

For $I$ type texts model we used 33373 words for training and 62 sentences with a number of 2164 words for testing. The number of out of vocabulary words was 441 (20.98%).

Table 3. Perplexity results for language models built using $I$ category files from Susanne Corpus

<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
<th>Words predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>559.74</td>
<td>1637</td>
</tr>
<tr>
<td>Bigram</td>
<td>397.37</td>
<td>1277</td>
</tr>
<tr>
<td>Trigram</td>
<td>419.52</td>
<td>1011</td>
</tr>
</tbody>
</table>

For $N$ type texts model we used 34845 words for training and 103 sentences with a number of 2230 words for testing. The number of out of vocabulary words was 267 (12.55%).

Table 4. Perplexity results for language models built using $N$ category files from Susanne Corpus

<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
<th>Words predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unigram</td>
<td>410.7</td>
<td>1836</td>
</tr>
<tr>
<td>Bigram</td>
<td>260.52</td>
<td>1612</td>
</tr>
<tr>
<td>Trigram</td>
<td>261.48</td>
<td>1448</td>
</tr>
</tbody>
</table>
In the second experiment we have built unigram, bigram and trigram models for the whole corpus using three different dictionaries (5000, 10000, 15000 words) and test them with all test set. The 5000 word dictionary is useful to compare this model with those adapted to text genre. The model built based on 10000 words is relevant because appreciatively 10000 words occur more than once in training set. The last model built on a 15000 word dictionary includes almost all of the vocabulary of the training set of Susanne corpus. Thus we trained the models using 135259 words (15444 distinct words) from 6259 sentences. The test set contains 8855 words from 328 sentences. The results are resumed in Table 5.

Table 5. Perplexity results for language models built using the entire Susanne Corpus

<table>
<thead>
<tr>
<th>Vocabulary</th>
<th>Model</th>
<th>Perplexity</th>
<th>Words predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>Unigram</td>
<td>625.03</td>
<td>7126</td>
</tr>
<tr>
<td></td>
<td>Bigram</td>
<td>555.64</td>
<td>5957</td>
</tr>
<tr>
<td></td>
<td>Trigram</td>
<td>352.7</td>
<td>5078</td>
</tr>
<tr>
<td>10000</td>
<td>Unigram</td>
<td>815.53</td>
<td>7542</td>
</tr>
<tr>
<td></td>
<td>Bigram</td>
<td>476.64</td>
<td>6673</td>
</tr>
<tr>
<td></td>
<td>Trigram</td>
<td>470.62</td>
<td>5984</td>
</tr>
<tr>
<td>15000</td>
<td>Unigram</td>
<td>936.22</td>
<td>7753</td>
</tr>
<tr>
<td></td>
<td>Bigram</td>
<td>550.26</td>
<td>7065</td>
</tr>
<tr>
<td></td>
<td>Trigram</td>
<td>545.62</td>
<td>6502</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS AND FURTHER WORKS

In the first experiment the best results are achieved using bigram model. The trigram model can't improve the results because there are insufficient data for training the models. We can see from the results that if the number of words increase, the perplexity of the model increase too, and the model has weaker quality. The models built by eliminating the words with occurrences smaller than a threshold are simpler and performs better. The best perplexity achieved for N type files from Susanne corpus outperforms those reported in the literature (i.e. [9]). The words which occur once does not improve the model quality, they rise perplexity and they should be eliminated from vocabulary. In the second experiment the trigram models performs better than bigram models. This performance can be explained by the large amount of available training data. In conclusion the used n-gram model should be chosen considering the amount of training data.
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